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[00:00:00] Speaker 1: Tonight, the mother of one of Elon Musk's children is speaking out and sounding the alarm about his AI tool named Grok. Ashley St. Clair says Grok was used to create deep fake sexual images of her, including photos of her as a child. And St. Clair is not the only one who is reporting these types of disturbing images. It's impacting hundreds of thousands of women worldwide after people started flooding Grok with requests to take photos of mostly everyday women and put them in bikinis or remove their clothing. Musk is now facing growing international pressure to respond. Grok was just blocked in Indonesia and Malaysia. The United Kingdom is threatening to ban the social media platform. California's attorney general just announcing an investigation. So far, though, Musk is taking no responsibility, posting today that he's, quote, not aware of any naked underage images generated by Grok, literally zero. Ashley St. Clair is out front now. And Ashley, I really appreciate your taking the time, to come on and talk about this, because this is crucial for women, for children, for families around the world. So Musk says Grok generated zero naked underage images. But you say it undressed you in several photos, including one of when you were 14 years old. That's correct.
[00:01:14] Speaker 2: And what he said is deceptive at best, because while maybe there weren't actual nude images, it was pretty close to it. And the images that I saw, not only of myself, but of I don't know, I don't know, I don't know, I don't know, I don't know, I don't know, I don't know, who's children who were undressed and covered in various fluids. The abuse was so widespread and so horrific. And it's still allowed to happen. They just released restrictions that are based on where it's illegal.
[00:01:39] Speaker 1: OK, so Musk has promoted and touted what he's called Grok's spicy mode. OK, one point he shared a post that said Grok can put it on everything. And it was a toaster. So that's we can see that the bikini on the toaster there. And his statement today, as I said, he obviously, he said nothing about naked underage. He hadn't seen that. And then he said, obviously, Grok does not spontaneously generate images. It does so only according to user requests. When asked to generate images, it will refuse to produce anything illegal. What do you see between those lines, Ashley?
[00:02:14] Speaker 2: That's not what I saw at all. Images I saw do seem to be illegal. And even them coming out and now trying to place safeguards afterwards seems like an admission that they know that there has been an issue. That it has been creating nonconsensual sexually explicit images of women and children. He is saying that people are making this up. And meanwhile, Ireland is probing over 200 cases of child sexual abuse material produced by Grok. 200? 200. And that's just in Ireland? And that's just Ireland. And it's not only that, it's that he is placing the blame on the victims so that you if this happens to you, you have to go to your local law enforcement and take their resources and see if they can find this anonymous account. Instead of just turning the faucet off. This is what's wrong because they're handing a loaded gun to these people, watching them shoot everyone, and then blaming them for pulling the trigger.
[00:03:08] Speaker 1: And I mean what you're describing, I mean I obviously haven't seen the images, but you're talking about images of children covered in fluids. I don't need to say anymore, but that's deeply, deeply disturbing what you're describing to even hear that. Now look, you are choosing to speak out, okay, because you have a voice on this. Because people can hear you. People listen to you. But you faced backlash since you chose to do that. You were banned from Twitter premium, right? So you say there's been some things that have happened to you in terms of that. You've had harassment. You've had attacks on x, right? The platform where Grok lives, or whatever the right word may be. Why is it so important to you, Ashley, to take this extra step to put your face out here like you are now?
[00:03:48] Speaker 2: Because it's not just about me. It's about building systems and AI systems which can produce at scale. and abuse women and children without repercussions. And there's really no consequences for what's happening right now. They are not taking any measures to stop this behavior at scale. They are saying, we're going to make it illegal where it's illegal. That is absent all morality. And guess what? If you have to add safety after harm, that is not safety at all. That is simply damage control. And that's what they're doing right now.
[00:04:18] Speaker 1: And also, I guess in this context, it is disturbing when you think about, you know, the post that Elon Musk had originally put up about Grok can put a bikini on everything. Now, he was talking about a toaster. But sort of making light of all of it, given where it's gone, you would think it would be something you'd want to seize responsibility and say, I'm outraged, we're going to stop this. That's not been the response.
[00:04:41] Speaker 2: They're not. And people need to start asking questions not only to X and Elon, but also to the investors. Because amidst the scandal, they raised $20 billion. All these women were in my DMs telling me they feel hopeless, they are distressed, and they don't know how to get certain images removed. Because you can't even get them removed.
[00:05:00] Speaker 1: Once it lives, it lives. All right. So Elon Musk has posted on X this week about you. Obviously, you're out talking about this and trying to raise awareness for this. He posted about you, I'll be filing for full custody today, given her statements implying that she might transition a one-year-old boy. Now she's, I believe, talking about your child. Yeah. So obviously, you did not imply that in the post that you posted that he's responding to, which I want to read to everybody so they can hear it for themselves. You are apologizing for past comments that you'd made about the transgender community. You wrote, I feel immense guilt for my role and even more guilt that things I have said in the past may have caused my son's sister more pain. Your son's sister is another one of Musk's children who has transitioned. What's your response when that's the post this week?
[00:05:49] Speaker 2: I'm not at liberty to discuss it further. But I think anyone with more than a third grade reading comprehension level knows what I was saying there.
[00:05:57] Speaker 1: Yeah. I mean, you, I guess, so many questions to ask you. And I know that you're not at liberty to talk about things like custody and that. But I guess I'm curious, in all of this, how hard it must be for you. I mean, do you want your child to have a relationship with his father? I cannot discuss that right now. Right. You can't even talk about that. Thank you. Yeah. And I guess in the context of this, what do you do now?
[00:06:25] Speaker 2: I'd like to keep the focus on this issue at hand. Because I think there's a lot of people, especially with very tabloidy tweets, that are trying to distract from this issue. Because it is a big issue. They are facing immense backlash from multiple countries. And they are trying to move something to the second page of Google because they want it to go away. And I don't think we should make it go away. I think this needs to stay center focus until there is regulations and protections and safety for people being abused by these very new platforms, these new technologies. And you can't brag and take credit for being a disruptor in an industry and then absolve yourself of all liability once this damage and harm is done.
[00:07:04] Speaker 1: All right. Well, Ashley, thank you very much. I appreciate your time. Thank you. And your speaking out.
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